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1. Introduction 

This report describes the proceedings and outcomes of a workshop that brought 
together a diverse group of intellectual leaders to envision the future of the tactical 
ground battlefield. This workshop, organized by the University of Maryland 
(UMD) on behalf of the US Army Research Laboratory (ARL)/Army Research 
Office (ARO), took place on March 10–11, 2015, at the College Park Marriott Hotel 
& Conference Center located near the UMD campus in East Hyattsville, Maryland. 
This workshop focused its attention on the impact that information technologies 
(broadly understood) would have on tactical ground warfighting circa 2050. In 
describing the nature of the workshop to participants, this workshop was 
alternatively described as “Future Cyber Warfighting,” and “Information 
Technologies and Ground Warfighting.”  

The dominant technologically driven changes, including those of warfighting, of 
the last few decades have had much to do with the technologies and concepts that 
are associated with the Information Age. Therefore, it could be assumed that the 
continuing evolution of information technologies (and possibly revolutionary 
changes) will continue to be one of the significant forcing functions that will shape 
related warfighting technologies and capabilities between now and 2050. For the 
purposes of this workshop, information technologies include robotics, smart 
munitions, ubiquitous sensing, and extreme networking, along with the potentially 
massive impact of cyber warfare. The workshop critically examined this 
“Information Age” assumption and its implications.  

We recognize that information-related technologies will continue to advance 
between now and 2050, and that these advances and their commercialization will 
change the economics of communications and information and, thus, change 
warfare. As a result of these changes, the roles of information technologies will co-
evolve (i.e., will influence and be influenced by) with future concepts and 
technologies for key warfighting functions, including seeing (sensing), 
understanding, communicating, moving, and applying kinetic and non-kinetic 
effects. Further, that these developments will spawn a cascade of countermeasures 
and counter-countermeasures; the net result will be what the future Soldier will see 
and experience on the tactical battlefield. Therefore, it is apparent that one cannot 
correctly visualize the future battlefield by focusing on the evolution of information 
technologies alone. Thus, to avoid a vision that incorporates a mismatch between 
2050 information technology and warfighting tools and techniques of 2015, 
workshop participants were asked to simultaneously explore future visions of both 
the informational and physical aspects of the battlefield. 



 

2 

For the purposes of this workshop, the term “information technologies” was 
interpreted in its broadest sense. Included in this term is the wide range of 
information-related and -enabled capabilities that are involved in obtaining, 
collecting, organizing, fusing, storing, and distributing relevant information as well 
as the capabilities associated with command and control (C2) functions and 
processes including reasoning, inference, planning, decision making, and 
collaborating (between humans and between humans and “smart” and/or 
autonomous systems). Finally, this term includes the capabilities that could be used 
to deny, deceive, disrupt, degrade, and compromise adversary information and 
information-related processes (e.g., cyber and electronic warfare). 

A few disclaimers are in order here. First, not every author of the report or 
participant of the workshop agrees with every (or any) opinion presented in the 
workshop’s report. Second, all statements of fact or opinion presented in this report 
are those of the workshop participants and do not reflect positions or views of their 
employers or any organizations with which they are affiliated.  

1.1 Workshop Scope and Assumptions 

The scope of this workshop was limited to tactical ground warfighting circa 2050. 
The battlefield was assumed to be on the order of 100 km by 100 km and include a 
population center with significant numbers of civilians present. The unnamed 
combatants were assumed to be technologically sophisticated. To avoid implicit 
and potentially constraining assumptions about how technology would be 
employed (constraining rules of engagement), participants were asked not to 
assume that one of the adversaries was the United States. Besides engaging in 
“conventional” warfare, the opponents could be assumed to be capable of 
employing irregular warfare.  

In order to avoid potential diversions, keep workshop discussions unclassified, and 
make the conclusions accessible to the widest audience, the following topics were 
not included in the scope of this workshop: current programs, requirements, policy, 
budget, socio-cultural and geopolitical issues, weapons of mass destruction 
(WMDs), inherently naval or airspace issues, and anything that was not publically 
releasable.  

1.2 Workshop Orientation 

To assist workshop participants in their “visioneering” efforts, they were presented 
with the following “time travel” scenario to consider.  
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“Imagine that you were asleep from 2015 until 2050. Upon awaking 
you found yourself in the middle of an on-going battle. What do you 
see? How different is it from what you might have seen in 2015?”  

To help participants relate to a forward leap of 35 years, they were asked to think 
about fellow time traveler, one who fell asleep in 1881 to awaken into the middle 
of World War I in 1916 and another who fell asleep in 1907 to awaken in 1942 
during World War II.  

The first traveler would have awakened to a number of technological advances that 
reshaped the nature of ground warfare. These included the machine gun and long-
range indirect fire artillery, the latter being the biggest killer of WW1. They would 
have also seen for the first time airplanes used for reconnaissance; field phones 
used for artillery spotting and control; trench formations for protection; and the 
dawning of the era of tanks, which would eventually transform ground warfare. 
However, at least half of what the time traveler observed would have been familiar. 
Not all that was new, though, involved new equipment. Advances in concepts and 
methods dramatically improve warfighting capability as well by using assets in 
different ways. For example, indirect fire used the same piece of equipment that 
was previously only used for direct fire.  

Participants were encouraged not only to think about specific technological 
developments, but also of capabilities that might be developed without regard to its 
enabling technology. For example, in 1880, it would have been difficult to envision 
exactly what technological advances would enable a flying apparatus, but not so 
difficult to imagine such objects in action.  

1.3 Participant Presentations 

After the orientation session, a set of presentations were provided by participants. 
The following presentations were given to stimulate discussion (see the Appendix 
for the slides for a number of these presentations): 

• Unleashing the Power of Networking: Critical Research (David Alberts) 

• Defining the Environment for Ground War in 2050 (JC Ledé) 

• Information Fusion in 2050 (Ajay Divakaran, Behjat Siddiquie) 

• Some “Random” Thoughts: Information Technologies and Ground 
Warfighting (Jason Li)  

• Future War (Paulo Shakarian) 

• A Few Thoughts (Greg Shannon) 
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• Context for Battlefield of 2050 (Lin Wells) 

• Warfare at the Speed of Light (Michael Zatman) 

1.4 Workshop Sessions 

After these presentations and some discussion, workshop participants broke into 2 
groups. The first breakout group was devoted to “seeing, communicating, 
understanding, and deciding” and the second to “moving, shooting, effecting, and 
sustaining.” With the exception of the session leaders, participants switched 
sessions half way through the afternoon so that everyone could contribute to both 
topics. The first day concluded with a plenary session consisting of debriefs from 
the breakout sessions reporting on their discussions regarding the nature of the 2050 
battlefield and related topics.  

On day 2 of the workshop, each breakout group selected 5–10 key elements of their 
respective visions. For each of these key elements, they were charged with 
addressing the following 2 questions:  

• What makes this development somewhat likely to emerge on the battlefield 
of 2050?  

• What counteractions could opponents develop and employ in response?  

The notes taken during these brainstorming breakout sessions and the plenary 
session presentations and discussions provided the basis for this report. 

1.5 Workshop Participants 

This was an invitation-only workshop, with invitations sent to individuals who had 
demonstrated an ability to think about the implications of emerging technology, 
particularly information technology, for military operations. Participants included 
not only individuals with a long association with the Department of Defense 
(DOD), but also individuals engaged in basic research and commerce applications. 
Table 1 provides the names and affiliations of the workshop participants. 
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Table 1 Workshop participants 

Alberts, David S - Institute for Defense Analyses 
Bullo, Francesco - University of California Santa Barbara 
Chellapa, Rama - UMD 
Divakaran, Ajay - SRI International Princeton 
Dykstra, Josiah - National Security Agency 
Hagerott, Mark – United States Naval Academy 
Herr, Andrew – Helicase, LLC 
Iyer, Purush - ARO 
Jain, Manish – Armorway, Inc 
Jajodia, Sushil - George Mason University 
Kearns, Mike - University of Pennsylvania 
Kott, Alex – ARL 
Lede, JC - Defense Advanced Research Projects Agency (DARPA) 
Li, Jason – IAI, Inc 
Libicki, Martin – United States Naval Academy 
Maymi, Fernando - Army Cyber Institute 
Qu, Gang - UMD 
Ray-Dulany, Walter - DOD 
Scharre, Paul - Center for a New America Security 
Shakarian, Paulo - Arizona State University 
Shannon, Greg – Carnegie Mellon University (CMU) 
Shin, Kang - University of Michigan 
Subrahmanian, V.S. - UMD 
Tambe, Milind - University of Southern California (USC) 
Tucker, Patrick - Defense One 
Wang, Cliff - ARO 
Wells, Linton – National Defense University 
Zalman, Amy - World Future Society 
Zatman, Michael - SAZE Technologies LLC 

2. Warfare in 2050: Seeing, Communicating, Understanding, 
and Deciding  

This section summarizes workshop discussions and presents related findings with 
respect to what we called “seeing, communicating, understanding, and deciding.” 
Included in these battlefield capabilities are the methods, approaches, tools, and 
processes necessary to perform the functions associated with information 
preparation of the battlefield (IPB), C2, intelligence, surveillance and 
reconnaissance (ISR), and battle damage assessment (BDA). 
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2.1 Point of Departure for Discussion 

The participants initiated the discussion of “seeing, communicating, understanding, 
and deciding” by considering the following questions: 

• Should we anticipate the continuation of the current trend of rapid growth 
in the number of sensors on the battlefield to include sensors that are 
perhaps more mobile ground, air, more autonomous, micro-autonomous, 
along with human and social sensing?  

• Would their density on the battlefield be orders of magnitude greater than 
today?  

• Would they be extensively networked?  

• Would the volume of resulting information be entirely beyond human 
management?  

• How would these sensors be directed, controlled, organized, linked, and 
processed? 

• How would one defeat such swarms of information collectors?  

• Will we see widespread use of autonomous robots that seek and neutralize 
adversary sensors?  

• Can we expect pervasive attacks on communication links and/or attacks on 
information processing nodes (cyber-attacks)? 

• Will deception and dis-simulation greatly increase in importance?  

• Will “deceptor” swarms be deployed?  

• Will opponent's sensors be exploited as channels to present deceptive 
information, e.g., active multispectral camouflage and mimicry?  

• Would this change the role and function of humans?  

• Would the analysis of the enormous volume of information be handled 
largely by machines, with humans learning to collaborate with machines 
and thinking at higher levels of abstraction?  

• Would far greater attention be devoted to counter-deception analysis with 
recognition that data and computations may be corrupted by cyber-attacks?  

• Would augmented cognition become necessary?  
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• Would there be extensive attacks (via deception, confusion, etc.) on 
cognitive processes, individual and collective, of opponents C2?  

• Will the Soldiers of 2050 simply abandon this morass of information and 
counter-information and find a way around all this unwieldy complexity? 
How? 

2.2 Major Aspects of the Tactical Battlefield of 2050 

The discussion of what major changes we could expect with respect to our ability 
to see, communicate, think, and decide on the tactical battlefield of 2050 was 
predicated upon a shared view that this battlefield would be characterized by the 
vastly increased presence and reliance on: automated processes and decision 
making; humans with augmented sensing; and information-related and cognitive 
capabilities. This breakout group posited that transport (getting capability to the 
battlefield) would not be a limiting consideration. 

The group identified and discussed the following 7 interrelated future capabilities 
that they felt would differentiate the battlefield of the future from current 
capabilities and engagements: 

• Augmented humans 

• Automated decision making and autonomous processes 

• Misinformation as a weapon 

• Micro-targeting 

• Large-scale self-organization and collective decision making 

• Cognitive modeling of the opponent 

• Ability to understand and cope in a contested, imperfect, information 
environment 

For each of these developments, the group offered their reasons why they felt that 
these potential transformative capabilities would be found on the tactical battlefield 
of 2050. They discussed the ways that adversaries could counter or mitigate the 
effectiveness of these capabilities as well as how to counter to these counters. 

2.2.1 Augmented Humans 

The battlefield of the future will be populated by fewer humans, but these humans 
would be physically and mentally augmented with enhanced capabilities that 
improve their ability to sense their environment, make sense of their environment, 
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and interact with one another, as well as with “unenhanced humans,” automated 
processes, and machines of various kinds. As a result, they would not only do things 
differently, but do different things compared to the human combatants of today with 
their limited forms of augmentation and enhancement.  

This development can be reasonably expected by 2050 for a number of reasons. It 
is the logical extension of a number of current trends. There are a growing number 
of human capability enhancers that have been developed to help those who have 
suffered various injuries or have other disabilities. Great progress has been made in 
recent years to enhance vision, hearing, and cognitive skills. There are a growing 
number of devices that are being implanted in humans, and with each new and life-
enhancing implant, there has been a growing acceptance of implants. Great strides 
have been made in enhancing the human-machine interface and this trend is 
expected to continue, enabling humans and machines to work together more 
“naturally.” The computing power necessary for improving the performance and 
capability of these augmentations and enhancements is expected to increase at a 
rate sufficient to support new and more powerful enhancements that rely upon 
computational power. Miniaturization is expected to continue at an accelerating 
rate, which makes these capabilities more practical. Computer-assisted decision 
making is proliferating in virtually all aspects of our lives. The totality of these and 
other trends will make these capabilities available. 

How can one counter the increased presence of “super-sensing and sense-making 
humans” on the battlefield? For one, these enhanced humans become high value 
targets and thus adversaries will focus more attention on neutralizing them 
compared to a “normal” human. The number of enhanced humans on the battlefield 
of 2050 will depend upon a number of factors, which include their organic 
capabilities and the expense necessary to equip, train, and support them. The 
general sense of workshop participants was that there will be relatively few of them. 
Thus, another counter would be to overwhelm them with large numbers of ordinary 
humans and/or machines. While these humans may be enhanced and may require 
less food and water to be sustained, they will likely be adversely affected by 
environmental conditions that are “hostile” for humans – radiation, chemical 
weapons, biological agents, and other area-denial techniques. An indirect means of 
countering “super human” capabilities would be to attack the supply chain needed 
to “develop and field” them, and thus, increase the cost of equipping and/or 
training. Finally, the computer capabilities inherent in augmented humans could be 
subject to spoofing, cyber-attacks, or other forms of electronic warfare. In addition, 
there are other attacks that would directly target the computer processors and 
communications capabilities needed to make super humans function as intended.  
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Countering these counters would involve developing better situation awareness of 
what could be encountered on the battlefield; reducing and protecting 
communications links (mobile networking); assuring our supply chain; and 
developing contingency plans that do not depend solely on augmented humans.  

2.2.2 Automated Decision Making and Autonomous Processes 

The tactical battlefield of 2050 will be qualitatively more automated with 
autonomous processes making many decisions that humans make today. Decision 
agents would be integral to all of the processes associated with C2, IPB, ISR, and 
BDA. The tasks that these agents would perform include filtering information, fact 
checking, fusion, dynamic access control (determining who has access to what 
information), and adaptive information dissemination (who should receive specific 
pieces of information and/or notifications). In addition, automated processes will 
task sensors (what to look at/for) and alter communications paths and priorities 
based upon their (machine) understanding of mission intent and context.  

These developments are likely to occur because they are critically needed, because 
humans will simply be unable to keep up with information flows and the pace of 
the battle as they do not have sufficient information-processing capabilities and 
cognitive bandwidth. Furthermore, the barriers to acceptable forms of automated 
decision processes will be reduced as we continue to grow more accustomed to 
automated decision processes in our everyday lives and come to appreciate that 
automated processes can produce better decisions than humans can under certain 
conditions (time requirements, stress). As in the previous discussion, computer 
processing power will not be a limiting factor. 

Among the potential counters for dramatically increased automation of key 
battlefield processes, including spoofing and denial of service attacks for 
information-dependent processes. Other counters include direct and indirect attacks 
on computer networks and communications capabilities. Counter-countermeasures 
include developing an increased ability to filter out extraneous and unauthenticated 
messages and a better understanding of how these automated processes work under 
various stresses and attacks so that they can be made more agile.  

2.2.3 Misinformation as a Weapon 

When the only information a Soldier received was from a few authoritative and 
trusted sources, determining the source of information was not a problem. Of 
course, this also meant that Soldiers often did not have sufficient understanding of 
intent and context, and thus, were less able to exercise initiative and proactively 
deal with dynamically changing situations. As information became separated from 
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the chain of command, Soldiers began to have access to more information sources, 
but inherited the problem of assessing the quality of information sources.  

This trend will, by 2050, result in an “information-rich” environment (some would 
call this a condition of information overload) where it will be difficult for an 
individual to assess the quality (correctness, authenticity, security) of each piece of 
information. This makes directed misinformation attacks relatively hard to detect. 
Thus, a little well-placed misinformation could go a long way to undermine 
appropriate trust, sow confusion, delay decisions, and make decisions more likely 
to be in error. By 2050, we anticipate that sensory misinformation will be in use 
(spoofed inputs that fool various senses), thus providing more ways to confuse, 
delay, and redirect adversaries.  

This development is likely, because it is increasingly easy to synthesize believable 
material that is, in fact, misleading. Misinformation (deception) has always been an 
attractive weapon because of its relatively low-cost and covert nature (it cannot be 
easily traced to its real source).  

There are a number of ways to counter misinformation, the most direct and obvious 
of which is to be able to authenticate sources or have trusted sources available. Lest 
this not result in denying ourselves the full range of good information that is 
available, we need to be able to employ various forms of analyses (data mining and 
context analysis) to arrive at appropriate conclusions regarding the veracity of 
information. Other counters include training individuals to be vigilant and depend 
less upon the availability of “perfect” information. Another is to be better at 
misinformation than an adversary, which might deter them. The counter to the 
counter of adopting a trusted source strategy is to compromise trusted sources. 

2.2.4 Micro-targeting 

Micro-targeting represents a considerable revolution in the concepts and 
capabilities associated with current instantiations of precision strike. For example, 
instead of being able to identify and engage a particular building or moving vehicle 
while minimizing collateral damage, the concept of micro-targeting involves the 
identification and surgical engagement of specific individuals employing either 
kinetic or non-kinetic means.  

Workshop participants felt that micro-targeting was likely because advances in our 
ability to penetrate individuals’ cyber environments coupled with the ability to 
effectively mine the enormous amount of available information relating to 
individuals makes it possible to understand what actions would have the desired 
effect for a given individual, as well as making it possible to locate a given 
individual with precision. These make micro-targeting possible. Workshop 
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participants felt that weapons miniaturization would continue, thus making 
engagement and hence micro-targeting possible. Micro-targeting would be an 
extremely valuable capability as it provides more control, results in less collateral 
damage, and is less detectable.  

By virtue of its properties, micro-targeting would be difficult to counter. However, 
the following counters are possible. Covert movements accompanied by deception 
and misinformation could thwart timely location. Decoys could be effective, as 
well. Targeted organizations could dynamically restructure their organization and 
their delegation of decision rights thus changing the target value of specific 
individuals. An adversary could decide to escalate raising the costs incurred.  

Counters to these counters involve better situation awareness to detect attempts to 
evade detect, spoof, or misdirect a micro-attack.  

2.2.5 Large-scale Self-organization 

An expected feature of the battlefield of 2050 would be the existence of new, more 
edge-like approaches to command and control where individuals, teams, and 
software agents would, when appropriate, self-organize, dynamically creating and 
modifying collaborative processes. As a result, these self-organized entities would 
manifest emergent behaviors in response to the environment and the tasks to be 
accomplished. This development is necessary to enable the adoption of new 
distributed, “network enabled” C2 approaches that have been shown to be more 
agile (a capability that is a necessary response to the complexity and 
unpredictability of the battlefield of 2050). An associated major aspect of this 
battlefield development will be the seamless integration of human and machine 
decision making. As a result, battle rhythm will increase to the point that, in many 
instances, humans will no longer be able to be “in the loop,” but will instead need 
to operate “on the loop.” The difference being that in the former, human decisions 
are a required step in a process and thus humans are exercising positive control; 
while in the later, humans can only observe the behaviors that are taking place (and 
in some cases the decisions that have been made and the reasons why), but they can 
only act after the fact or in anticipation of expected behaviors. 

Participants expected large-scale self-organization involving humans and software-
controlled machines and systems to occur because examples of this behavior, in 
very limited forms, and at a modest scale, already exist. To a large extent, “proofs 
of concept” can be seen everywhere. Application-to-application sharing is no 
longer a new development and we are beginning to see the emergence of collections 
of collaborating self-synchronizing apps. Learning apps, apps that dynamically 
adjust to different humans and situations are in use today and people have accepted 
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them as a matter of course. Workshop participants expressed the view that this 
development was not “optional” given the large number of “decision makers” that 
will be present on the tactical battlefield of 2050, since, at a minimum, they will 
need to de-conflict with one another and, overtime, will learn to choose behaviors 
that create synergies. 

Included among the “existence proof” are the following: application-to-application 
autonomous sharing is a current feature of groups of applications; learning 
applications and machine-assisted learning also exist; and the “intelligence” that 
enables “plug and play” is a forerunner of self-organization. These capabilities are 
widely accepted and even sought out by many consumers. In addition, self-
organization is necessary in order to de-conflict the many entities that will share the 
battlespace of 2050.  

To counter the effectiveness of distributed, self-organizing, and self-synchronizing 
collectives, adversaries could inject “moles” that behave in mischievous ways and 
attack cohesion and trust. Attacks on communications and processing capabilities 
are also an attractive option. The possible counters to a distributed adversary 
include preventing the development of shared awareness by sowing distrust to 
reduce or prevent information-sharing. Counters to attempts to prevent accurate 
shared awareness from being developed or maintained include the establishment of 
tamper-proof identification and embedded information provenance. 

2.2.6 Cognitive Modeling of the Opponent 

A vastly improved capability to understand an opponent and predict their actions 
will enable a new and potentially disruptive capability in this time frame. Directed 
at both populations and key adversary decision makers on an individual basis, this 
targeting capability is based upon an understanding of population and individual 
motivations, biases, cognitive processes, and decision-making styles. In addition, 
physical and physiological states will be capable of being known. In terms of both 
individuals and populations, it will be possible to sense their moods and whether or 
not they are vulnerable to deception or primed to act in a certain manner (resist or 
be passive).  

In addition to the enablers of micro-targeting previously discussed that make this 
capability likely, by 2050, sensors of various kinds will be ubiquitous and include 
sensors on and inside humans that can provide the information to support 
individual, dynamic cognitive modeling (physical state has an impact on cognitive 
abilities and processing). In addition to having the information available to vastly 
improve individual cognitive modeling, such models offer the opportunity to 
disrupt adversary organizations and operations in a cost-effective manner when 
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compared to existing capabilities. Development of these models is already 
underway as business are trying to better understand us as consumers and micro-
target us with advertisements. This “neuro-marketing” is getting more sophisticated 
every day.  

Counters are difficult as we are constantly creating data with every movement we 
make and every product we research and purchase. However, if key individuals can 
build a public profile that is misleading, adversaries will not have accurate 
information to use and their models will be incorrect. Even by 2050, cognitive 
modelling will be relatively resource intensive, and thus, be limited to a small 
number of key individuals and somewhat homogeneous populations. Organizations 
that delegate decision rights more widely could spread micro-targeting resources 
too thin and make an adversary turn to the more complex problem of understanding 
and predicting collective behaviors.  

Counters to actions that make it more difficult to identify and model key individuals 
and population centers include being able to react in near real time, reducing the 
need to predict. 

2.2.7 Ability to Understand and Cope in a Contested, Imperfect, 
Information Environment 

After a discussion of all of the improvements that could be expected in the quality 
of information, the workshop participants came to the conclusion that 2050 would 
not see the realization of the long-heralded era of perfect information. The attributes 
associated with the quality of information in this discussion included correctness, 
completeness, relevance, timeliness, precision, authenticity, secureness, 
uncompromisability, availability, trustedness, and ease of use. Participants 
concluded that on the battlefield of 2050 there would still be a significant amount 
of noise mixed in with information. Therefore, it would remain difficult to extract 
key information and identify misinformation, as well as identify unverified, 
unattributed, unsourced, and incorrect and/or out-of-date information.  

What would be “new” would be individuals’ (and organizations’) ability to cope 
with an imperfect information environment and the ability to extract value in the 
form of actionable information. A major aspect of this new capability would be the 
ability to more accurately understand the imperfections and risks associated with 
the available information. Put another way, individuals would be far better 
consumers of information that is currently the case.  

The participants felt this development was likely for a number of reasons. First, 
between now and 2050, individuals will have been born into this challenging 
information environment and, of necessity, will have developed information 
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survival skills. Second, there will be increased metadata tagging. Third, the 
multiplicity of sources assisted by information processing agents will help in 
verifying and cross-checking sources. Fourth, visualization tools will be vastly 
improved and help individuals deal with increased information. Fifth, organizations 
and processes will be more distributed and collaborative and thus be better able to 
bring a diverse set of eyes to the information.  

The counters to this include more effective misinformation campaigns and attacks 
on information sources, processing, and communications capabilities.  

The counters to these counters involve more training and better tools, as well as 
better defenses against information-related attacks.  

2.2.8 Other Observations 

While most of the discussion involved 1 of the 7 developments discussed above, 
the participants made a number of additional observations: 

• Humans will take on a number of different roles vis a vis automated systems 
to include not only the traditional role of “human-in-the-loop,” but also a 
new role “human-on-the-loop.’ 

• Micro-management will be rare, as mission command will be fully 
understood and practiced. 

• It will be possible, at times, to take control of local or even adversary 
communications infrastructure and sensors. 

• Situational awareness will include an understanding of the state of both 
friendly, local, and adversary networks and present a dynamic picture that 
can be used for a variety of purposes 

3. Warfare in 2050: Moving, Surviving, Effecting, and 
Sustaining  

This section summarizes the workshop discussions and presents related findings 
with respect to what we called “moving, shooting, effecting, and sustaining.” 
Included in these are the battlefield capabilities of tactical maneuver, delivery of a 
diverse set of effects (lethal and non-lethal, kinetic and non-kinetic, and information 
and cyber-related), force protection, and logistics. 

3.1 Point of Departure for Discussion 

Workshop participants initiated their discussion of “moving, shooting, effecting, 
and sustaining” by considering the following questions: 
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• Will the trend toward highly intelligent weapon systems and munitions 
continue? Perhaps creating swarms of robo-munitions?  

• Perhaps this trend would result in a convergence of robots and munitions: a 
smart killer that executes an assigned attack autonomously or in 
collaboration with distant human controller; these can be ground-mobile, 
air-mobile, or mixed-mode?  

• Would the force consist largely of robotic shooters (vs. humans)?  

• Would there be few humans manning platforms (e.g., tank with just 1 
human pilot or 1 human to handle multiple tanks)?  

• Will many (most?) of these robo-munitions be dedicated to hunting and 
killing the opponent's robo-munitions?  

• What would this say about the required level of computational intelligence? 
Collaborative intelligence? Is it feasible by 2050? What would be feasible?  

• Will such proliferation of machine intelligence in weapons and munitions 
engender massive use of electronic and cyber countermeasures? What 
forms might it take? 

• Will the role of human Soldier change? How would Soldiers survive in this 
environment? What would be nature of their C2 or interactions with these 
munitions, counter-munitions, and electro-cyber weapons? 

• If such “see” and “shoot” capabilities emerge, how would anything/ 
anybody move and survive on the battlefield? Would this imply short jumps 
between prepared strong points? A new era of trench warfare? Or mass use 
of stealth and deception in mobility, e.g., with informational smoke-screen? 
Perhaps hundreds of simulated movers, decoys, for each real one? 

3.2 Major Aspects of the Tactical Battlefield of 2050 

The discussion of what major changes we could expect with respect to our ability 
to move, shoot,  effect, and sustain our forces on the tactical battlefield of 2050 was 
predicated upon a shared view that this battlefield would be characterized by the 
following:  

• Ubiquitous robots 

• Swarms and teams 

• Dynamic hacking and spoofing 
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• Super humans 

• Directed-energy weapons (DEWs) 

• Force fields 

• Reliable power sources 

For each of these developments, the group offered their reasons why they felt that 
these potential transformative capabilities would be found on the tactical battlefield 
of 2050 and discussed the ways that adversaries could counter or mitigate the 
effectiveness of these capabilities, as well as counters to these countermeasures. 

3.2.1 Ubiquitous Robots 

Workshop participants envisioned the battlefield of 2050 as being populated by 
large numbers of autonomous entities of all kinds. These entities were referred to 
by participants as simply “robots.” Many of these robots would be fairly similar to 
the systems that exist today, such as unattended ground sensors, small unmanned 
aerial vehicles (UAVs), and fire-and-forget missiles. However, their 2050 versions 
would possess significantly greater capabilities of machine reasoning and 
intelligent autonomy than those existing today. Participants saw these robots 
operating and maneuvering on the battlefield (in the battlespace) in a large variety 
of ways. They would move over the ground and in the air at low altitudes. Some of 
these would have locomotion that was bio-inspired. These robots would range in 
size from insect-sized entities to robotic vehicles capable of transporting a team of 
humans. They would also be “virtual” and able to navigate and “act” in cyberspace. 
The collection of battlefield robots would be robustly networked and capable of 
communicating and collaborating with one another, with a variety of systems, and 
with humans.  

Many of these robots would have ISR-related roles with many (perhaps most) of 
them possessing autonomous sensors that would provide nearly continuous 
coverage of every inch of the battlefield. Other robots would act as intelligent, 
single-use munitions. These could operate in “teams,” like wolf packs of fire-and-
forget missiles and ground-crawling or jumping intelligent mines. Some of these 
robots would be employed in cyber/network defense, including defending 
electronic components resident on/in a human; serving as intelligent defense 
assistants able to prevent or warn about incoming threats, or acting in the role of 
advisors in complex decision-making tasks, such as performing a detailed course 
of action analysis prepared for local conditions observed in real time. These 
deployed robots would be capable of operating in a variety of “control” modes from 
total autonomy to active management by humans.  
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Adversaries could counter the effectiveness and utility of robots in a number of 
ways. An adversary could create physical obstacles to mobility and other robot 
capabilities. These particular counters could be mitigated by deploying a 
heterogeneous collection of robots with diverse forms of locomotion or providing 
a given robot with multiple modes of adaptive locomotion.  

Another counter to battlefield robots involves engaging robots with conventional 
kinetic weapons or DEWs. To counter this counter, robots could be hardened in a 
variety of ways from the mundane to the very sophisticated with more sophisticated 
defensive measures involving the protection of high-value robots with a “force 
field” (discussed later in this section of the report).  

Another counter involves attacks against robot power sources. To counteract such 
attacks, these power sources could be spatially dispersed, designed to have back-
up alternative sources, involve wireless delivery of power, or have organic power 
sources. In the case of attacks on power sources, another counter would involve the 
robot’s ability to detect the attack and adjust its behaviors in a variety of ways that 
reduce its power requirements. 

Other counters to robots may be cognitive in nature. For example, spoof attacks 
that misdirect, degrade, or take control of a robot. To prevent spoofing attacks, 
robots could be deployed with bio- or behavior-based authentication. Another type 
of cognitive attack on robots would involve eroding trust, either the trust the human 
controller has in the robot or a robot’s trust in information and orders received. 
These sorts of attacks could be mitigated or avoided by employing forensic 
introspection of robot behavior.  

3.2.2 Swarms and Teams 

Robots will commonly operate in teams or swarms in the battlespace of 2050 in the 
same way Soldiers act in teams today. These self-organized and/or collaborative 
collections of robots would operate with varying degrees of freedoms (from being 
actively managed to being autonomous) under dynamically established rules of 
engagement/priorities. Robot swarms and teams (as well as individual robots) 
would be assigned a variety of tasks. For example, as independent attack forces or 
as part of an orchestrated attack using a variety of weapons, as a collective 
defensive shield, and as a sensing field. Among the less obvious roles for a robot 
team, the participants of the workshop envisioned a team of robots warning 
civilians (e.g., in a battle raging in a mega-city environment) to keep away from 
dangerous areas and even acting as a defensive shield for the civilians against any 
stray projectiles.  
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The workshop viewed such collaborative robot/human behaviors as highly likely 
to be common in 2050. As one participant pointed out, the well-known video of 
robot quadrotors performing James Bond theme (https://www.youtube.com/ 
watch?v=_sUeGC-8dyk) already gives a vivid suggestion of what a collaborative 
attack by an intelligent team of munitions might look like. The feasibility of this 
capability is further supported by what is believed to be the scalability of swarm 
behaviors and by the relative ease of manufacture and deployment of swarm-
suitable (smaller) robots. Because collective, collaborative behaviors are critical for 
survival in a contested environment saturated with sensors and robo-munitions, 
sufficient research and development (R&D) efforts will have been required to 
achieve these kinds of swarming or teaming capabilities.  

There are a broad range of means that could be used to defeat a swarm or team of 
robots. Physical nets of other physical obstacles could be used to deny or shield 
some areas from robots. Robots could be equipped to wire cutters or other means 
to penetrate a net or a shield. Alternatively, some of the robot team members could 
be assigned suicide missions where they would explode themselves in order to 
breech a net or shield. Swarms or teams of robots could be kinetically attacked 
using area weapons or a high volume of fire. A counter to this would be to disperse 
the swarm and concentrate it only for a short period of time when a combined effect 
is needed.  

Another means of countering a collaborative robot formation would involve 
attacking their ability to communicate with one another and/or sense their 
environment. This could involve jamming, EM pulse (EMP), a cyber-hack, or an 
attack on robot communications capability. Robot networks could be made more 
agile and less vulnerable to such attacks by being equipped with several alternative 
modes of communications, making it difficult to jam or otherwise attack of all these 
modes simultaneously.  

A different approach to countering swarms or teams of robots involves reverse-
engineering a robot team’s behavior to create a predictive model that would be 
helpful in designing a plan to prevent the robot team from achieving its mission. 
The ability of an adversary to understand and predict robot behaviors could be 
countered by introducing a stochastic element into the algorithms that determine 
robot behaviors.  

3.2.3 Dynamic Hacking and Spoofing 

Hacking involves the ability to penetrate a system and change it in some way 
(change code, scramble data, insert malware). The results of a hack attack could 
vary from a one-time compromise to creating a vulnerability that can be exploited 

https://www.youtube.com/%20watch?v=_sUeGC-8dyk
https://www.youtube.com/%20watch?v=_sUeGC-8dyk
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at will. Spoofing can be considered to be “behavior hacking.” The intent of behavior 
hacking is to influence behavior by altering the information upon which behaviors 
are based. Both hacking and spoofing can be used in “agile” attacks that 
dynamically, as a function of the circumstances and conditions, select the effects 
that are created.  

Dynamic hacking and spoofing is likely to be a prominent feature of the tactical 
environment circa 2050 because 1) the “attack surface” of robot teams and swarms 
is large, which makes these forms of attack highly attractive; and 2) increased 
interest and attention is being paid to research that would enables such attacks. This 
includes efforts to automate reverse engineering and intelligent vulnerability 
analysis.  

The designers of robots are well aware of the likelihood of hacking and spoofing 
attacks, and hence, will endeavor to design individual robots, robot networks, and 
robot-to-robot and robot-to-human communications capabilities with this in mind. 
Efforts will therefore be made to increase their internal security, harden their 
communications, and make robot sensing and processing less vulnerable to hacking 
and spoofing. The addition of hardware-based security (hard points, kernels of 
trust) will serve to make them less vulnerable to hacking (but may make them 
unable to adapt as attack vectors change). In addition to these countermeasures, 
decentralization (employing mission command) will reduce the reliance on 
communications and large numbers of heterogeneous robots will make them more 
difficult to attack or attrite. Other countermeasures would involve increasing the 
agility of individual robots by enabling dynamic repurposing and/or building in an 
override feature that could be exercised by human controllers. As a last resort, 
responses to the degrading or disabling of robot formations should be included in 
contingency plans.  

3.2.4 Super Humans 

The principal Army unit operating in 2050 will be mixed human-robot teams. To 
enable humans to partner effectively with robots, human team members will be 
enhanced in a variety of ways. These super humans will feature exoskeletons, 
possess a variety of implants, and have seamless access to sensing and cognitive 
enhancements. They may also be the result of genetic engineering. The net result is 
that they will have enhanced physical capabilities, senses, and cognitive powers. 
The presence of super humans on the battlefield in the 2050 timeframe is highly 
likely because the various components needed to enable this development already 
exist and are undergoing rapid evolution.  
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There are a variety of means available to countering the presence of super humans, 
ranging from simply overwhelming them with numbers of less expensive robots, 
area munitions, and directed EMP. Given that the powers super humans possess 
will in large part depend upon communications (as least internal to the super-
human) and computer processing, hacking and spoofing attacks are also an option.  

To counter these attacks on high value super humans, such humans could be 
protected/shielded by robot clouds or force fields. Given their capabilities, super 
humans would employ tactics that exploit their unique qualities and capabilities. 
They would be designed and outfitted to be able to continue to function even when 
damaged and, as a last resort, “battle plan” contingencies designed to operate 
without effective super humans would be standard operating procedure. 

3.2.5 Directed Energy Weapons 

The promise of DEWs was described in a 2007 Defense Science Board report of 
the same name. This report states that “directed energy continues to offer promise 
as a transformational ‘game changer’ as the DOD encounters new asymmetric and 
disruptive threats, while facing increasingly sophisticated traditional challenges.” 
Several DEW technologies that have shown promise have also presented significant 
challenges. These include high power micro and millimeter wave, and lasers of 
various kinds (solid-state, chemical, fiber), both airborne and ground. However, in 
the past decade, these technologies have received increased attention and, as a result 
of the progress that has subsequently been made on both the technologies 
themselves and the sources needed to power these weapons, workshop participants 
consider it likely that a variety of these weapons will be employed in 2050.  

There are a number of ways that the intended targets of DEWs can counter their 
attacks. Targets can be designed with a variety of characteristics and techniques to 
reflect, refract, and disperse the energy directed at them. These include surface 
features and contours and the use of active defenses like chaff or dust. The use of 
multi-spectral decoys can be effective, as well as can the ability to rapidly maneuver 
out of the effective envelope of the attack. Intended targets can also use cover and 
concealment to avoid attacks. Attacking the DEW power source can also be an 
effective counter strategy.  

3.2.6 Force Fields 

Force fields consist of particles, energy, or waves that destroy, cripple, or otherwise 
interfere with objects that attempt to penetrate them. Given the variety, precision, 
and lethality of the weapons and the ubiquitous nature of the sensors that will be 
found on the battlefield of 2050, considerable attention will be devoted to 
developing force fields that can both help protect easy to locate assets and track 
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high value targets. Workshop participants believe that sufficient progress will be 
made to make it likely that force fields will be employed in 2050 for some of the 
same reasons given for DEWs. In addition, workshop participants felt that force 
fields would be developed because they are seen as a counter to DEWs. 
Furthermore, the decreasing utility and cost-effectiveness of armor make force 
fields attractive alternatives. 

A counter to the deployment of a force field is to use faster, bigger rounds and/or 
shoot from closer in, because the shorter the range, the easier it is to defeat the force 
field. Along these lines increasing the volume of fire, employing barrages or fire 
swarms could overwhelm a force field. Depending upon the nature of the force 
field, adjustments to DEWs or other weapons may help them better penetrate. 
Alternatively attacking the power source and/or hacking the systems that are 
involved could also be effective counters.  

3.2.7 Reliable Power Sources 

Power is needed to operate all of the robots, the technologies that make humans 
“super,” DEWs, as well as force fields. Some of these 2050 battlefield capabilities 
require a great deal of energy to function effectively. The reliable supply of this 
energy is essential for mission effectiveness.  

Workshop participants felt that as a result of the considerable attention that is being 
paid to the development of improved power sources and power storage (lighter, 
more efficient, more cost-effective, faster recharge) that power would not be the 
limiting factor in the ability to deploy the technologies discussed in this report. 
Confidence in this assertion was increased as workshop participants also envisioned 
more sources of power on the battlefield than are found today, including the 
following: 

• mobile nuclear power 

• wireless power 

• organic renewable power 

• an ability to tap into the power infrastructure indigenous to the battlefield 

• an ability to hijack an adversary’s sources of power  

A variety of attacks on power sources is likely on the battlefield of 2050. These 
include direct kinetic attacks, EMP, cyber, DEW, and force fields to prevent 
wireless power transmission, and employment of power “leeches.”  



 

22 

Counters to these attacks would include treating power sources as high value targets 
and defend them accordingly (harden, conceal). Deploying ample backup power 
sources is also an attractive option.  

3.2.8 Other Observations 

While most of the discussion involved 1 of the 7 developments discussed above, 
the participants made a number of additional observations: 

• invisibility cloaks 

• signature reduction cocoons  

• scavenging and synthesis of stuff to reduce the challenges of sustainment 

• delivery of supplies by cruise missiles or by small robots 

• subterranean mobility and survivability 

• demise of armor 

• high-fidelity, predictive modeling of influence operations 

• collecting and modeling the data about individual adversaries 

• reversible effects 

• sensors as decoys 

4. Summary and Conclusion 

The diverse set of workshop participants painted a vivid picture of the battlefield 
of 2050, one that brought reality more in line with the science fiction and fantasy 
the public is accustomed to viewing in the cinema and reading about. A time 
traveler from today would be immediately taken with the “over-crowding” of the 
battlefield of 2050 populated by all manner of robots, robots that greatly outnumber 
human fighters, and robot-looking humans. Not immediately apparent to the time 
traveler, but critical in determining which of the adversaries would possess the 
decisive edge, would be the capabilities and autonomy possessed by the armies of 
virtual robots, the “intelligent” programs and processes to 1) collect, process, and 
disseminate information to develop situational awareness; 2) direct and manage 
collections of robots that were engaged in executing C2, combat-support functions, 
as well as combat missions; and 3) undertake a full range of defensive and offensive 
cyber operations.  
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A critical challenge of the mid-21st century will involve successfully managing and 
integrating the collections, teams, and swarms of robots that would act 
independently or collaboratively as they undertook a variety of missions including 
the management and protection of communications and information networks and 
the provision of decision-quality information to humans. Success in this aspect of 
command and control would depend upon developing new C2 concepts and 
approaches, in particular, developing and fielding an effective hybrid cognitive 
architecture that leverages the strengths of artificial intelligence and human 
intelligence to go along with the development of new robotic, communications, 
information, and systems technologies. From the various observations of workshop 
participants, the traditional balance between offense and defense may shift as it 
becomes more difficult for the defense to keep up.  
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Appendix A. Workshop Participant Presentations 
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List of Symbols, Abbreviations, and Acronyms 

ARL US Army Research Laboratory  

ARO Army Research Office 

BDA battle damage assessment  

C2 command and control  

CMU Carnegie Mellon University  

DARPA Defense Advanced Research Projects Agency  

DEWs directed-energy weapons  

DOD Department of Defense  

EM electromagnetic 

EMP EM pulse 

IPB information preparation of the battlefield  

ISR intelligence, surveillance and reconnaissance  

R&D research and development  

UAVs unmanned aerial vehicles  

UMD University of Maryland  

USC University of Southern California  

WMDs weapons of mass destruction  
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